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HOW WISELY DO senior executives in your company make decisions?  The answer to that question could 

prove pivotal to the organization’s future. “In the knowledge economy, strategic advantages will increas-

ingly depend on a shared capacity to make superior judgments and choices,” write Paul J.H. Schoemaker 

and Philip E. Tetlock in their article, “Building a More Intelligent Enterprise.” 

Making good decisions is essential to business success, but so is effective problem-solving. In “The Most Un-

derrated Skill in Management,” Nelson P. Repenning and Don Kieffer of the MIT Sloan School of Management 

team up with Todd Astor of Massachusetts General Hospital and Harvard Medical School to explain how to 

improve an organization’s ability to formulate and solve problems. Finally, in “The Smart Way to Respond to 

Negative Emotions at Work,” Christine M. Pearson of Thunderbird School of Global Management offers 

guidance on tackling thorny emotions that, if left to fester, can lead both executives and employees to act in 

ways that, well, just aren’t smart. We hope you’ll find all three of these articles valuable and thought-provoking. 
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TO SUCCEED IN the long run, businesses need to create and leverage 

some kind of sustainable competitive edge. This advantage can still derive 

from such traditional sources as scale-driven lower cost, proprietary intel-

lectual property, highly motivated employees, or farsighted strategic 

leaders. But in the knowledge economy, strategic advantages will increas-

ingly depend on a shared capacity to make superior judgments and choices. 

Intelligent enterprises today are being shaped by two distinct 

forces. The first is the growing power of computers and big data, which 

provide the foundation for operations research, forecasting models, 

and artificial intelligence (AI). The second is our growing understand-

ing of human judgment, reasoning, and choice. Decades of research 

has yielded deep insights into what humans do well or poorly.1 (See 

“About the Research,” p. 30.)

In this article, we will examine how managers can combine human 

intelligence with technology-enabled insights to make smarter choices 

in the face of uncertainty and complexity. Integrating the two streams 

of knowledge is not easy, but once management teams learn how to 

blend them, the advantages can be substantial. A company that can 

make the right decision three times out of five as opposed to 2.8 out of 

five can gain an upper hand over its competitors. Although this perfor-

mance gap may seem trivial, small differences can lead to big statistical 

advantages over time. In tennis, for example, if a player has a 55% versus 45% edge on winning points 

throughout the match, he or she will have a greater than 90% chance of winning the best of three sets.2

To help your company gain such a cumulative advantage in business, we have identified five strategic 

capabilities that intelligent enterprises can use to outsmart the competition through better judgments and 

wise choices. Thanks to their use of big data and predictive analytics, many companies have begun cultivat-

ing some of these capabilities already.3 But few have systematically integrated the power of computers with 

the latest understanding of the human mind. For managers looking to gain an advantage on competitors, 

we see opportunities today to do the following: 

1. Find the strategic edge. In assessing past organizational forecasts, home in on areas where improving

subjective predictions can really move the needle. 

Building a More 
Intelligent Enterprise
In coming years, the most intelligent organizations will need to blend technology-enabled 
insights with a sophisticated understanding of human judgment, reasoning, and choice. 
Those that do this successfully will have an advantage over their rivals.
BY PAUL J.H. SCHOEMAKER AND PHILIP E. TETLOCK

THE LEADING 
QUESTION
How can 
companies 
make smarter 
business 
decisions?

FINDINGS
�Small improve-
ments in subjective 
predictions can lead 
to big strategic 
advantages. 

�Even a small 
amount of training 
about decision-
making biases can 
help managers 
create better 
forecasts. 

�Few companies 
have systematically 
integrated the 
power of computers 
with the latest 
understanding of 
the human mind.
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2. Run prediction tournaments. Discover the best

forecasting methods by encouraging competition, 

experimentation, and innovation among teams. 

3. Model the experts in your midst. Identify the

people internally who have demonstrated supe-

rior insights into key business areas, and leverage 

their wisdom using simple linear models. 

4. Experiment with artificial intelligence. Go beyond

simple linear models. Use deep neural nets in limited 

task domains to outperform human experts. 

5. Change the way the organization operates.

Promote an exploratory culture that continually

looks for better ways to combine the capabilities 

of humans and machines.

1. Find the Strategic Edge
The starting point for becoming an intelligent en-

terprise is learning to allocate analytical effort 

where it will most pay off — in other words, being 

strategic about which problems you decide to 

tackle head-on. The sweet spot for intelligent enter-

prises is where hard data and soft judgment can be 

productively combined. On one side, this zone is 

bounded by problems that philosopher Karl 
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Popper dubbed “clocklike” because of their deter-

ministic regularities; on the other side, it is bounded 

by problems he dubbed “cloudlike” because of their 

uncertainty.4

Clocklike problems are tractable and stable, and 

they can be defined by past experience (as in actu-

arial tables or credit reports). Statistical prediction 

models can shine here. Human judgment operates 

on the sidelines, although it still plays a role under 

unusual conditions (such as assessing the impact of 

new medical advances on life expectancies). Cloud-

like problems (for example, assigning probabilities 

to global warming causing mega-floods in Miami in 

2025 or ascertaining whether intelligent life exists 

on other planets) are far murkier. However, what’s 

most critical in such cases is the knowledge base of 

experts and, more importantly, their nuanced 

appreciation of what they do and don’t know. The 

sweet spot for managers lies in combining the 

strengths of computers and algorithms with sea-

soned human judgment and judicious questioning. 

(See “Finding the Sweet Spot.”) By avoiding judg-

mental biases that often distort human information 

processing and by recognizing the precarious as-

sumptions on which statistical models sometimes 

rest, the analytical whole can occasionally become 

more than the sum of its parts. 

Creating a truly intelligent enterprise is neither 

quick nor simple. Some of what we recommend 

will seem counterintuitive and requires training. 

Breakthroughs in cognitive psychology over the 

past few decades have attuned many sophisticated 

leaders to the biases and traps of undisciplined 

thinking.5 However, few companies have been able 

to transform these insights into game-changing 

practices that make their business much smarter. 

Companies that perform data mining remain bliss-

fully unaware of the quirks and foibles that shape 

their analysts’ hunches. At the same time, executive 

teams advancing opinions are seldom asked to de-

fend their views in depth. In most cases, outcomes 

of judgments or decisions are rarely reviewed 

against the starting assumptions. There is a clear 

opportunity to raise a company’s IQ by both im-

proving corporate decision-making processes and 

leveraging data and technology tools. 

2. Run Prediction Tournaments
One promising method for creating better corpo-

rate forecasts involves using what are known as 

prediction tournaments to surface the people and 

approaches that generate the best judgments in a 

given domain. The idea of a prediction tournament 

is to incentivize participants to predict what they 

think will happen, translate their assessments into 

probabilities, and then track which predictions 

proved most accurate. In a prediction tournament, 

there is no benefit in being overly positive or overly 

negative, or in engaging in strategic gaming against 

rivals. The job of tournament organizers is to de-

velop a set of relevant questions and then attract 

participants to provide answers. 

One organization that has used prediction tour-

naments effectively is the Intelligence Advanced 

Research Projects Activity (IARPA). It operates 

within the U.S. Office of the Director of National 

Intelligence and is responsible for running high-

risk, high-return research on how to improve 

intelligence analysis. In 2011, IARPA invited five 

research teams to compete to develop the best 

methods of boosting the accuracy of human prob-

ability judgments of geopolitical events. The topics 

covered the gamut, from possible Eurozone exits to 

the direction of the North Korean nuclear pro-

gram. One of the authors (Phil Tetlock) co-led a 

team known as the Good Judgment Project,6 which 

won this tournament by ignoring folklore and con-

ducting field experiments to discover what really 

drives forecasting accuracy. Four key factors 

emerged as critical to successful predictions:7

ABOUT THE RESEARCH
This article combines insights from strategy, organization theory, human judgment, 
predictive analytics, and management science. The ideas described in several of the 
five methods are based on what we learned in working with companies, as well as from 
our involvement in a geopolitical and economic forecasting tournament that ran from 
2011 through 2015, funded by the Intelligence Advanced Research Projects Activity 
(IARPA). This tournament required the entrants to develop probabilistic forecasts, 
which were then scored based on actual outcomes. Five academic research teams 
recruited a total of 20,000 forecasters to participate in four yearly rounds of the IARPA 
tournament. The official performance metric for each team was its cumulative Brier 
score, a measure that assesses probabilistic accuracy. The scores were compared 
across questions, teams, and experimental conditions. Phil Tetlock and Barbara Mellers, 
the I. George Heyman University Professor at the University of Pennsylvania, led the 
Good Judgment Project team, with Paul Schoemaker serving as one of several advisers. 
This team won the competition. 
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1. Identifying the attributes of consistently superior 

forecasters, including their greater curiosity, 

open-mindedness, and willingness to test the 

idea that forecasting might be a skill that can be 

cultivated and is worth cultivating; 

2. Training people in techniques for avoiding com-

mon cognitive biases such as overconfidence and 

overweighting evidence that reinforces their 

preconceptions;

3. Creating stimulating work environments that 

encourage the best performers to engage in collab-

orative teamwork and offer guidance on how 

to avoid groupthink by practicing techniques 

like precision questioning and constructive 

confrontation; 

4. Devising better statistical methods to extract 

wisdom from crowds by, for example, giving 

more weight to forecasters with better track re-

cords and more diverse viewpoints.8

Based on our experience, the biggest benefit of 

prediction tournaments within organizations is 

their power to accelerate learning cycles. Compa-

nies can accelerate learning by adhering to several 

principles. 

•  The first principle involves careful record keeping. 

By keeping accurate records, it is harder to misre-

member earlier forecasts, one’s own, and those of 

others. This is a critical counterweight to the self-

serving tendency to say “I knew it all along,” as 

well as the inclination to deny credit to rivals “who 

didn’t have a clue.” 

•  Second, by making it difficult for contestants to 

misremember, tournaments force people to con-

front their failures and the other side’s successes. 

Typically, one’s first response to failure is denial. 

Tournaments prompt people to become more re-

flective, to engage in a pattern of thinking known 

as preemptive self-criticism; they encourage par-

ticipants to consider ways in which they might 

have been deeply wrong. 

•  Third, tournaments produce winners, which nat-

urally awakens curiosity in others about how the 

superior results were achieved. Teams are encour-

aged to experiment and improve their methods 

all along. 

•  Fourth, the scoring in prediction tournaments is 

clear to all involved up front.9 This creates a sense 

of fair competition among all.

Until recently, there was little published research 

that training in probabilistic reasoning and cogni-

tive debiasing could improve forecasting of 

complex real-world events.10 Academics felt that 

eliminating cognitive illusions was nearly impossi-

ble for people to achieve on their own.11 The IARPA 

tournaments revealed, however, that customized 

training of only a few hours can deliver benefits. 

Specifically, training exercises involving behavioral 

decision theory — from statistical reasoning to sce-

nario planning and group dynamics — hold great 

promise for improving managers’ decision-making 

skills. At companies we have worked with, the 

training typically involves individual and group 

exercises to demonstrate cognitive biases, video 

tutorials on topics such as scenario planning, and 

customized business simulations. 

3. Model the Experts in Your Midst
Another way to create a more intelligent enterprise is 

to model the knowledge of expert employees so it 

can be leveraged more effectively and objectively. 

This can be done using a technique known in deci-

sion-making research as bootstrapping.12 An early 

example of bootstrapping research in decision psy-

chology involved a study that explored what was on 

the minds of agricultural experts who were judging 

the quality of corn at a wholesale auction where 

farmers brought their crops.13 The researchers asked 

the corn judges to rate 500 ears of corn to predict 

their eventual prices in the marketplace. These ex-

pert judges considered a variety of factors, including 

the length and circumference of each ear, the weight 

of the kernels, the filling of the kernels at the tip, the 

blistering, and the starchiness. The researchers then 

FINDING THE SWEET SPOT
To create a more intelligent enterprise, executives need to leverage 
the strengths of both humans and computers in order to produce 
superior judgments. That will require a sophisticated understanding of 
both human decision making (the “soft side”) and evolving technology-
enabled capabilities (the “hard side”). 

The
intelligent
enterprise• Heuristics and biases

• �roup dynamics
• CreatiÛityÉimagination
• *rediction tournaments

• Forecasting models
• 	ootstrapping
• *redictiÛe analytics
• �rtificial intelligence

Soft side
­Humans®

Hard side
­Computers®
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created a simple scoring model based on cues that 

judges claimed were most important in driving their 

own predictions. Both the judges and the researchers 

expected the simple additive models to do much 

worse than the predictions of seasoned experts. But 

to everyone’s surprise, the models that mimicked the 

judges’ strategies nearly always performed better 

than the judges themselves. 

Similar surprises occurred when banks intro-

duced computer models several decades ago to 

assist in making loan decisions. Few loan officers 

believed that a simplified model of their profes-

sional judgments could make better predictions 

than experienced loan officers could make. The 

sense was that consumer loans contained many 

subjective factors that only savvy loan officers could 

properly assess, so there was skepticism about 

whether distilling intuitive expertise into a simple 

formula could help new loan officers learn faster. 

But here, too, the models performed better than 

most loan experts.14 In other fields, from predicting 

the performance of newly hired salespeople to the 

bankruptcy risks of companies to the life expectan-

cies of terminally ill cancer patients, the experience 

has been essentially the same.15 Even though ex-

perts usually possess deep knowledge, they often do 

not make good predictions.16

When humans make predictions, wisdom gets 

mixed with “random noise.” By noise, we mean the 

inconsistencies that creep into human judgments 

due to fatigue, boredom, and other vagaries of being 

human.17 Bootstrapping, which incorporates expert 

judgment into a decision-making model, eliminates 

such inconsistencies while preserving the expert’s 

insights.18 But this does not occur when human 

judgment is employed on its own. In a classic medi-

cal study, for instance, nine radiologists were 

presented with information from 96 cases of sus-

pected stomach ulcers and asked to evaluate them 

for the likelihood of a malignancy.19 A week later, the 

radiologists were shown the same information, al-

though this time in a different order. In 23% of the 

cases, the second assessments differed from their 

first.20 None of the radiologists was completely con-

sistent across their two assessments, and some were 

inconsistent nearly half of the time. 

In fields ranging from medicine to finance, 

scores of studies have shown that replacing experts 

with models of experts produces superior judg-

ments.21 In most cases, the bootstrapping model 

performed better than experts on their own.22

Nonetheless, bootstrapping models tend to be 

rather rudimentary in that human experts are usu-

ally needed to identify the factors that matter most 

in making predictions. Humans are also instru-

mental in assigning scores to the predictor variables 

(such as judging the strength of recommendation 

letters for college applications or the overall health 

of patients in medical cases). What’s more, humans 

are good at spotting when the model is getting out 

of date and needs updating. 

Bootstrapping lacks the high-tech pizzazz of 

deep neural nets in artificial intelligence. However, 

it remains one of the most compelling demonstra-

tions of the potential benefits of combining the 

powers of models and humans, including the value 

of expert intuition.23 It also raises the question of 

whether permitting more human intervention (for 

example, when a doctor has information that goes 

beyond the model) can yield further benefit. In 

such circumstances, there is the risk that humans 

want to override the model too often since they will 

deem too many cases as special or unique.24 One 

way to incorporate additional expert perspective is 

to allow the expert (for example, a loan officer or a 

doctor) a limited number of overrides to the mod-

el’s recommendation. 

A field study by marketing scholars tested the 

effects of combining humans and models in the re-

tail sector.25 The researchers studied two different 

In fields ranging from medicine to finance, scores of studies 
have shown that replacing experts with models of experts 
produces superior judgments.
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situations: (1) predictions by professional buyers 

of catalog sales for fashion merchandise, and 

(2) brand managers’ predictions for coupon-

redemption rates. Once the researchers had the

actual results in hand, they compared the results

to the forecasts. Then they tested how different

combinations of humans and models might per-

form the same tasks. The researchers found that in

both the catalog sales and coupon-redemption set-

tings, an even balance between the human and the

model yielded the best predictions. 

4. Experiment With
Artificial Intelligence
Bootstrapping uses a simple input-output ap-

proach to modeling expertise without delving into 

process models of human reasoning. Accordingly, 

bootstrapping can be augmented by AI technolo-

gies that allow for more complex relationships 

among variables drawn from human insights or 

from mining big datasets.

Deeper cognitive insights drove computer model-

ing of master chess players back in the early days of 

AI. But modeling human thinking — with all its 

biases — has its limits; often, computers are able to 

develop an edge simply by using superior computing 

power to study old data. This is how IBM Corp.’s 

Deep Blue supercomputer managed to beat the world 

chess champion Garry Kasparov in 1997. Today 

AI covers various types of machine intelligence, 

including computer vision, natural language com-

prehension, robotics, and machine learning. 

However, AI still lacks a broad intelligence of the kind 

humans have that can cut across domains. Human 

experts thus remain important whenever contextual 

intelligence, creativity, or broad knowledge of the 

world is needed.

Humans simplify the complex world around 

them by using various cognitive mechanisms, in-

cluding pattern matching and storytelling, to 

connect new stimuli to the mental models in their 

heads.26 When psychologists studied jurors in 

mock murder trials, for example, they found that 

jurors built stories from the limited data available 

and then processed new information to reinforce 

the initial storyline.27 The risk is that humans get 

trapped in their own initial stories and then start to 

weigh confirming evidence more heavily than 

information that doesn’t fit their internal narra-

tives.28 People often see patterns that are not really 

there, or they fail to see that new data requires 

changing the storyline.29

Human experts typically provide signal, noise, 

and bias in unknown proportions, which makes it 

difficult to disentangle these three components in 

field settings.30 Whether humans or computers have 

the upper hand depends on many factors, including 

whether the tasks being undertaken are familiar or 

unique. When tasks are familiar and much data is 

available, computers will likely beat humans by 

being data-driven and highly consistent from one 

case to the next. But when tasks are unique (where 

creativity may matter more) and when data overload 

is not a problem for humans, humans will likely have 

an advantage. (See “The Comparative Advantages of  

Humans and Computers.”)

One might think that humans have an advan-

tage over models in understanding dynamically 

complex domains, with feedback loops, delays, and 

instability. But psychologists have examined how 

people learn about complex relationships in simu-

lated dynamic environments (for example, a 

computer game modeling an airline’s strategic 

decisions or those of an electronics company 

managing a new product).31 Even after receiving 

extensive feedback after each round of play, the 

THE COMPARATIVE ADVANTAGES 
OF HUMANS AND COMPUTERS
Whether humans or computers have the upper hand depends on many 
factors, including whether the tasks being undertaken are familiar or unique. 
When tasks are familiar and much data is available, computers will likely beat 
humans by being data-driven and highly consistent. Although artificial intelli-
gence is advancing rapidly, a general rule of thumb is that when tasks are 
unique and when data overload is not a problem for humans, humans likely 
have an advantage. In many situations, the strongest performance comes 
from humans and computers working together.

Familiar
problems

Low Data Density

Examples:
• Intelligence briefings
• Complex negotiations

Examples:
• Flying airplanes
• Optimizing supply chains

Examples:
• Handling insurance claims
• Medical diagnoses

Examples:
• Iris scanning
• Credit scoring

Highly
unique

tasks

High Data Density

Humans stronger

Humans + computers

Humans + computers

Computers stronger
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human subjects improved only slowly over time 

and failed to beat simple computer models. This 

raises questions about how much human expertise 

is desirable when building models for complex dy-

namic environments. The best way to find out is to 

compare how well humans and models do in spe-

cific domains and perhaps develop hybrid models 

that integrate different approaches.

AI systems have been rapidly improving in recent 

years. Traditional expert systems used rule-based 

models that mimicked human expertise by employ-

ing if-then rules (for example, “If symptoms X, Y, and 

Z are present, then try solution #5 first.”).32 Most AI 

applications today, however, use network structures, 

which search for new linkages between input vari-

ables and output results. In deep neural nets used in 

AI applications, the aim is to analyze very large data 

sets so that the system can discover complex relation-

ships and refine them whenever more feedback is 

provided. AI is thriving thanks to deep neural nets 

developed for particular tasks, including playing 

games like chess and Go, driving cars, synthesizing 

speech, and translating language.33

Companies should be closely tracking the devel-

opment of AI applications to determine which 

aspects are worthiest of adoption and adaptation in 

their industry. Bridgewater Associates LP, a hedge 

fund firm based in Westport, Connecticut, is an ex-

ample of a company already experimenting with AI. 

Bridgewater Associates is developing various algo-

rithmic models designed to automate much of the 

management of the firm by capturing insights from 

the best minds in the organization.34

Artificial general intelligence of the kind that 

most humans exhibit is emerging more slowly than 

targeted AI applications. Artificial general intelli-

gence remains a rather small portion of current 

AI research, with the high-commercial-value work 

focused on narrow domains such as speech recog-

nition, object classification in photographs, or 

handwriting analysis.35 Still, the idea of artificial 

general intelligence has captured the popular imag-

ination, with movies depicting real-life robots 

capable of performing a broad range of complex 

tasks. In the near term, the best predictive business 

systems will likely deploy a complex layering of 

humans and machines in order to garner the com-

parative advantages of each. Unlike machines, 

human experts possess general intelligence that is 

naturally sensitive to real-world contexts and is ca-

pable of deep self-reflection and moral judgments. 

5. Change the Way the 
Organization Operates
In our view, the most powerful decision-support sys-

tems are hybrids that fuse multiple technologies 

together. Such decision aids will become increasingly 

common, expanding beyond narrow applications 

such as sales forecasting to providing a foundation 

for broader systems such as IBM’s Watson, which, 

among other things, helps doctors make complex 

medical diagnoses. Over time, we expect the under-

lying technologies to become more and more 

sophisticated, eventually reaching the point where 

decision-support devices will be on par with, or bet-

ter than, most human advisers. 

As machines become more sophisticated, hu-

mans and organizations will advance as well. To 

eliminate the excessive noise that often undermines 

human judgments in many organizations and to 

amplify the signals that truly matter, we recommend 

two strategies. First, organizations can record peo-

ple’s judgments in “prediction banks” to monitor 

their accuracy over time.36 Rather than being overly 

general, predictions should be clear and crisp so they 

can be unambiguously scored ex post (without any 

wiggle room). Second, once managers accumulate 

personal performance scores in the prediction bank, 

their track record can help determine their “reputa-

tional capital” (which might determine how much 

weight their view gets in future decisions). Ray Dalio, 

founder of Bridgewater Associates, has been moving 

in this direction. He has developed a set of rules and 

management principles to create a culture that re-

cords, scores, and evaluates judgments on an 

ongoing basis, with high transparency and incen-

tives for personal improvement.37

Truly intelligent enterprises will blend the soft 

side of human judgment, including its known frail-

ties and biases, with the hard side of big data and 

business analytics to create competitive advantages 

for companies competing in knowledge economies. 

From an organizational perspective, the type of 

transformation we envision will require focusing on 

three factors. The first involves strategic focus. Lead-

ers will need to determine what kind of intelligence 
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edge they want to develop. For example, do they 

want to develop superior human judgment under 

uncertainty, or do they want to push the frontiers of 

automation? Second, companies will need to focus 

on building the mindsets, skills, habits, and rewards 

that can convert judgmental acumen into better cali-

brated subjective probabilities. Third, organizations 

will need to promote cultural and process transfor-

mations to give employees the confidence to speak 

truth to power, since the overall aim is to experiment 

with approaches that challenge conventional wis-

dom. 38 All this will require changing incentives and, 

where necessary, breaking down silos so that infor-

mation can easily flow to where it is most needed. 

Having discussed how to improve the science of 

prediction, it seems fitting to examine the future of 

forecasting itself. For the sake of comparison, it’s 

worth noting that medicine emerged very rapidly 

from the time when bloodletting was common to a 

more scientific approach based on control groups, 

placebos, and evidence-based research. Currently, 

the field of subjective prediction is moving beyond 

its own black magic, thanks to advances in cogni-

tive science. Given how often forecasting methods 

still fail, we will need to pay attention to outcome-

based approaches that rely on experiments and 

field studies to unearth the best strategies.

Despite ongoing challenges, the science of sub-

jective forecasting has been steadily getting better, 

even as the external world has become more com-

plex. From wisdom-of-crowd approaches and 

prediction markets to forecasting tournaments, big 

data and business analytics, and artificial intelli-

gence, there is much hope about identifying the 

best approaches.39 However, there is confusion 

about how to improve subjective prediction. For 

example, insurance underwriters are still strug-

gling to properly price risks posed by terrorism, 

global warming, and geopolitical turmoil.40

The cognitive-science revolution holds both 

promise and challenge for business leaders. For most 

companies, the devil will be in the details: which 

human versus machine approaches to apply to 

which topics and how to combine the various ap-

proaches.Sorting all this out will not be easy, because 

people and machines think in such different ways. 

But there is often a common analytical goal and 

point of comparison when dealing with tasks where 

foresight matters: assigning well-calibrated proba-

bility judgments to events of commercial or political 

significance. We have focused on real-world fore-

casting expressed in terms of subjective probabilities 

because such judgments can be objectively scored 

later once the outcomes are known. Scoring is more 

complicated with other important tasks where hu-

mans and models can be symbiotically combined, 

such as making strategic choices. However, once an 

organization starts to embrace hybrid approaches 

for making subjective probability estimates and 

keeps improving them, it can develop a sustainable 

strategic intelligence advantage over rivals. 
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IT’S HARD TO pick up a current business publication without reading about the imperative to 

change. The world, this line of argument suggests, is evolving at an ever-faster rate, and organizations 

that do not adapt will be left behind. Left silent in these arguments is which organizations will drive that 

change and how they will do it. Academic research suggests that the ability to incorporate new ideas and 

technologies into existing ways of doing things plays a big role in separating leaders from the rest of the 

pack,1 and studies clearly show that it is easier to manage a sequence of bite-sized changes than one 

huge reorganization or change initiative.2 But, while many 

organizations strive for continuous change and learn-

ing, few actually achieve those goals on a regular 

basis.3 Two of the authors have studied and tried 

to make change for more than two decades, but it 

was a frustrating meeting that opened our eyes to 

one of the keys to leading the pack rather than 

constantly trying to catch up.

In the late 1990s, one of the authors, Don 

Kieffer, was ready to launch a big change initia-

tive: implementing the Toyota production 

system in one of Harley-Davidson Inc.’s engine 

plants. He hired a seasoned consultant, Hajime 

Oba, to help. On the appointed day, Mr. Oba 

arrived, took a tour of the plant, and then re-

turned to Don’s office, where Don started 

asking questions: When do we start? What kind 

of results should I expect? How much is it going 

to cost me? But, Mr. Oba wouldn’t answer those 

questions. Instead he responded repeatedly 

with one of his own: “Mr. Kieffer, what problem 

are you trying to solve?” Don was perplexed. He 

was ready to spend money and he had one of 

the world’s experts on the Toyota production 

system in his office, but the expert (Mr. Oba) 

wouldn’t tell Don how to get started. 

 The Most Underrated Skill 
in Management

H O W  T O  M A K E  Y O U R  C O M PA N Y  S M A R T E R :  P R O B L E M  F O R M U L AT I O N

There are few management skills more powerful than the 
discipline of clearly articulating the problem you seek to 
solve before jumping into action. 
BY NELSON P. REPENNING, DON KIEFFER, AND TODD ASTOR

PLEASE NOTE THAT GRAY AREAS REFLECT ARTWORK THAT HAS BEEN INTENTIONALLY REMOVED. 
THE SUBSTANTIVE CONTENT OF THE ARTICLE APPEARS AS ORIGINALLY PUBLISHED.

SPRING 2017 MIT SLOAN MANAGEMENT REVIEW 39

THE LEADING 
QUESTION
How can ex-
ecutives lead 
organizational 
change more 
effectively?

FINDINGS
�Articulate a clear 
statement of the 
problem you are try-
ing to solve before 
initiating changes.

�Break big problems 
into a series of 
smaller ones that 
can each be tackled 
quickly.

�Follow a structured 
approach to prob-
lem-solving using 
the A3 form origi-
nally developed by 
Toyota Motor Corp.
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The day did not end well. Don grew exasperated 

with what seemed like a word game, and Mr. Oba, 

tired of not getting an answer to his question, eventu-

ally walked out of Don’s office. But, despite the 

frustration on both sides, we later realized that Mr. 

Oba was trying to teach Don one of the foundational 

skills in leading effective change: formulating a clear 

problem statement. Since Mr. Oba’s visit, two of the 

authors have studied and worked with dozens of or-

ganizations and taught over 1,000 executives. We have 

helped organizations with everything from managing 

beds in a cardiac surgery unit to sequencing the 

human genome.4 Based on this experience, we have 

come to believe that problem formulation is the single 

most underrated skill in all of management practice. 

There are few questions in business more pow-

erful than “What problem are you trying to solve?” 

In our experience, leaders who can formulate clear 

problem statements get more done with less effort 

and move more rapidly than their less-focused 

counterparts. Clear problem statements can unlock 

the energy and innovation that lies within those 

who do the core work of your organization. 

As valuable as good problem formulation can be, 

it is rarely practiced. Psychologists and cognitive sci-

entists have suggested that the brain is prone to 

leaping straight from a situation to a solution with-

out pausing to define the problem clearly. Such 

“jumping to conclusions” can be effective, particu-

larly when done by experts facing extreme time 

pressure, like fighting a fire or performing emer-

gency surgery. But, when making change, neglecting 

to formulate a clear problem statement often pre-

vents innovation and leads to wasted time and 

money. In this article, we hope to both improve 

your problem formulation skills and introduce a 

simple method for solving those problems. 

How Our Minds Solve Problems
Research done over the last few decades indicates 

that the human brain has at least two different 

methods for tackling problems, and which method 

dominates depends on both the individual’s cur-

rent situation and the surrounding context. A large 

and growing collection of research indicates that it 

is useful to distinguish between two modes of 

thinking, which psychologists and cognitive scien-

tists sometimes call automatic processing and 

conscious processing (also sometimes known as 

system 1 and system 2).5 These two modes tackle 

problems differently and do so at different speeds.

Conscious Processing Conscious processing rep-

resents the part of your brain that you control. 

When you are aware that you are thinking about 

something, you are using conscious processing. 

Conscious cognition can be both powerful and pre-

cise. It is the only process in the brain capable of 

forming a mental picture of a situation at hand and 

then playing out different possible scenarios, even 

if those scenarios have never happened before.6

With this ability, humans can innovate and learn in 

ways not available to other species. 

Despite its power, conscious processing is “ex-

pensive” in at least three senses. First, it is much 

slower than its automatic counterpart. Second, our 

capacity to do it is quite finite, so a decision to con-

front one problem means that you don’t have the 

capacity to tackle another one at the same time. 

Third, conscious processing burns scarce energy 

and declines when people are tired, hungry, or dis-

tracted. Because of these costs, the human brain 

system has evolved to “save” conscious processing 

for when it is really needed and, when possible, re-

lies on the “cheaper” automatic processing mode.

Automatic Processing Automatic processing 

works differently from its conscious counterpart. 

We don’t have control over it or even feel it hap-

pening. Instead, we are only aware of the results, 

such as a thought that simply pops into your head 

or a physical response like hitting the brake when 

the car in front of you stops suddenly. You cannot 

directly instruct your automatic processing func-

tions to do something; instead, they constitute a 

kind of “back office” for your brain. When a piece 

of long-sought-after information just pops into 

your head, hours or days after it was needed, you 

are experiencing the workings of your automatic 

processing functions. 

When we tackle a problem consciously, we pro-

ceed logically, trying to construct a consistent path 

from the problem to the solution. In contrast, the 

automatic system works based on what is known as 

association or pattern matching. When confronted 

with a problem, the automatic processor tries to 
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match that current challenge to a previous situation 

and then uses that past experience as a guide for 

how to act. Every time we instinctively react to a 

stop sign or wait for people to exit an elevator before 

entering, we rely on automatic processing’s pattern 

matching to determine our choice of action. 

Our “associative machine” can be amazingly adept 

at identifying subtle patterns in the environment. For 

example, the automatic processing functions are the 

only parts of the brain capable of processing informa-

tion quickly enough to return a serve in tennis or hit a 

baseball. Psychologist Gary Klein has documented 

how experienced professionals who work under in-

tense time pressure, like surgeons and firefighters, use 

their past experience to make split-second decisions.7

Successful people in these environments rely on deep 

experience to almost immediately link the current 

situation to the appropriate action. 

However, because it relies on patterns identified 

from experience, automatic processing can bias us 

toward the status quo and away from innovative 

solutions. It should come as little surprise that 

breakthrough ideas and technologies sometimes 

come from relative newcomers who weren’t experi-

enced enough to “know better.” Research suggests 

that innovations often result from combining pre-

viously disparate perspectives and experiences.8

Furthermore, the propensity to rely on previous 

experiences can lead to major industrial accidents 

like Three Mile Island if a novel situation is misread 

as an established pattern and therefore receives the 

wrong intervention.9

That said, unconscious processing can also play 

a critical and positive role in innovation. As we have 

all experienced, sometimes when confronting a 

hard problem, you need to step away from it for a 

while and think about something else. There is 

some evidence for the existence of such “incuba-

tion” effects. Unconscious mental processes may be 

better able to combine divergent ideas to create new 

innovations.10 But it also appears that such innova-

tions can’t happen without the assistance of the 

conscious machinery. Prior to the “aha” moment, 

conscious effort is required to direct attention to 

the problem at hand and to immerse oneself in rel-

evant data. After the flash of insight, conscious 

attention is again needed to evaluate the resulting 

combinations.

The Discipline of 
Problem Formulation
When the brain’s associative machine is confronted 

with a problem, it jumps to a solution based on expe-

rience. To complement that fast thinking with a more 

deliberate approach, structured problem-solving 

entails developing a logical argument that links the 

observed data to root causes and, eventually, to a so-

lution. Developing this logical path increases the 

chance that you will leverage the strengths of con-

scious processing and may also create the conditions 

for generating and then evaluating an unconscious 

breakthrough. Creating an effective logical chain 

starts with a clear description of the problem and, in 

our experience, this is where most efforts fall short.

A good problem statement has five basic 

elements:

•  It references something the organization cares 

about and connects that element to a clear and 

specific goal;

•  it contains a clear articulation of the gap between 

the current state and the goal;

•  the key variables — the target, the current state, 

and the gap — are quantifiable;

•  it is as neutral as possible concerning possible 

diagnoses or solutions; and

•  it is sufficiently small in scope that you can tackle 

it quickly.

Is your problem important? The first rule of 

structured problem-solving is to focus its consider-

able power on issues that really matter. You should 

be able to draw a direct path from the problem 

statement to your organization’s overall mission 

and targets. The late MIT Sloan School professor 

Jay Forrester, one of the fathers of modern digital 

computing, once wrote that “very often the most 

important problems are but little more difficult to 

handle than the unimportant.”11 If you fall into the 

trap of initially focusing your attention on periph-

eral issues for “practice,” chances are you will never 

get around to the work you really need to do. 

Mind the gap. Decades of research suggest that 

people work harder and are more focused when they 

face clear, easy-to-understand goals.12 More recently, 

psychologists have shown that mentally comparing a 

desired state with the current one, a process known as 

mental contrasting, is more likely to lead people to 

change than focusing only on the future or on 



SPECIAL COLLECTION • “HOW TO MAKE YOUR COMPANY SMARTER”• MIT SLOAN MANAGEMENT REVIEW 1542  MIT SLOAN MANAGEMENT REVIEW SPRING 2017 SLOANREVIEW.MIT.EDU

H O W  T O  M A K E  Y O U R  C O M PA N Y  S M A R T E R :  P R O B L E M  F O R M U L AT I O N

current challenges.13 Recent work also suggests that 

people draw considerable motivation from the feel-

ing of progress, the sense that their efforts are moving 

them toward the goal in question.14 A good problem 

statement accordingly contains a clear articulation of 

the gap that you are trying to close. 

Quantify even if you can’t measure. Being able to 

measure the gap between the current state and your 

target precisely will support an effective project. 

However, structured problem-solving can be suc-

cessfully applied to settings that do not yield 

immediate and precise measurements, because many 

attributes can be subjectively quantified even if they 

cannot be objectively measured. Quantification of an 

attribute simply means that it has a clear direction — 

more of that attribute is better or worse — and that 

you can differentiate situations in which that attri-

bute is low or high. For example, many organizations 

struggle with so-called “soft” variables like customer 

satisfaction and employee trust. Though these can 

be hard to measure, they can be quantified; in both 

cases, we know that more is better. Moreover, once 

you start digging into an issue, you often discover 

ways to measure things that weren’t obvious at the 

outset. For example, a recent project by a student in 

our executive MBA program tackled an unproductive 

weekly staff meeting. The student began his project 

by creating a simple web-based survey to capture the 

staff ’s perceptions of the meeting, thus quickly gen-

erating quantitative data.

Remain as neutral as possible. A good problem 

formulation presupposes as little as practically possi-

ble concerning why the problem exists or what might 

be the appropriate solution. That said, few problem 

statements are perfectly neutral. If you say that your 

“sales revenue is 22% behind its target,” that formula-

tion presupposes that problem is important to your 

organization. The trick is to formulate statements 

that are actionable and for which you can draw a clear 

path to the organization’s overarching goals.

Is your scope down? Finally, a good problem 

statement is “scoped down” to a specific manifesta-

tion of the larger issue that you care about. Our 

brains like to match new patterns, but we can only 

do so effectively when there is a short time delay 

between taking an action and experiencing the 

outcome.15 Well-structured problem-solving capi-

talizes on the natural desire for rapid feedback by 

breaking big problems into little ones that can be 

tackled quickly. You will learn more and make 

faster progress if you do 12 one-month projects in-

stead of one 12-month project.

To appropriately scope projects, we often use the 

“scope-down tree,” a tool we learned from our col-

league John Carrier, who is a senior lecturer of system 

dynamics at MIT. The scope-down tree allows the 

user to plot a clear path between a big problem and a 

specific manifestation that can be tackled quickly. 

(See “Narrowing a Problem’s Scope.”) 

Managers we work with often generate great re-

sults when they have the discipline to scope down 

their projects to an area where they can, say, make a 

30% improvement in 60 days. The short time hori-

zon focuses them on a set of concrete interventions 

that they can execute quickly. This kind of “small 

wins” strategy has been discussed by a variety of orga-

nizational scholars, but it remains rarely practiced.16

Four Common Mistakes
Having taught this material extensively, we have ob-

served four common failure modes. Avoiding these 

mistakes is critical to formulating effective problem 

statements and focusing your attention on the issues 

that really matter to you and your organization.

NARROWING A PROBLEM’S SCOPE
Good structured problem-solving involves breaking big problems into smaller ones that 
can be tackled quickly. In this “scope-down tree,” developed by John Carrier of MIT, 
the overall problem of excessive equipment downtime at a company’s plants is broken 
down first into two types of equipment (rotating and nonrotating), and then further into 
different subcategories of equipment, ultimately focused on a specific type of pump in 
one plant. The benefit of reducing the problem’s scope is that instead of a big two-year 
maintenance initiative, a team can do a 60-day project to improve the performance of 
the selected pumps and generate quick 
results and real learning. Then they 
can move on to the next type of 
pump, and hopefully, the sec-
ond project will go more 
quickly. Following that, 
they move to the third 
type of pump, and 
so on.

Excessive equipment downtime
and staff overtime

Rotating equipment

Pumps

Type A Type B Type C

Plant #1 Plant #2 Plant #3

Agitators Solids handling

Static equipment
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1. Failing to Formulate the Problem The most 

common mistake is skipping problem formulation 

altogether. People often assume that they all already 

agree on the problem and should just get busy solv-

ing it. Unfortunately, such clarity and commonality 

rarely exist. 

2. Problem Statement as Diagnosis or Solution
Another frequent mistake is formulating a problem 

statement that presupposes either the diagnosis or 

the solution. A problem statement that presumes 

the diagnosis will often sound like “The problem is 

we lack the right IT capabilities,” and one that pre-

sumes a solution will sound like “The problem is 

that we haven’t spent the money to upgrade our IT 

system.” Neither is an effective problem statement 

because neither references goals or targets that the 

organization really cares about. The overall target is 

implicit, and the person formulating the statement 

has jumped straight to either a diagnosis or a solu-

tion. Allowing diagnoses or proposed solutions to 

creep into problem statements means that you have 

skipped one or more steps in the logical chain and 

therefore missed an opportunity to engage in con-

scious cognitive processing. In our experience, this 

mistake tends to reinforce existing disputes and 

often worsens functional turf wars. 

3. Lack of a Clear Gap A third common mistake is 

failing to articulate a clear gap. These problem state-

ments sound like “We need to improve our brand” or 

“Sales have to go up.” The lack of a clear gap means 

that people are not engaging in clear mental contrast-

ing and creates two related problems. First, people 

don’t know when they have achieved the goal, making 

it difficult for them to feel good about their efforts. 

Second, when people address poorly formulated 

problems, they tend to do so with large, one-size-fits-

all solutions that rarely produce the desired results.  

4. The Problem Is Too Big Many problem statements 

are too big. Broadly scoped problem formulations lead 

to large, costly, and slow initiatives; problem state-

ments focused on an acute and specific manifestation 

lead to quick results, increasing both learning and con-

fidence. Use John Carrier’s scope-down tree and find a 

specific manifestation of your problem that creates the 

biggest headaches. If you can solve that instance of the 

problem, you will be well on your way to changing 

your organization for the better.

Formulating good problem statements is a skill 

anybody can learn, but it takes practice. If you lever-

age input from your colleagues to build your skills, 

you will get to better formulations more quickly. 

While it is often difficult to formulate a clear state-

ment of the challenges you face, it is much easier to 

critique other people’s efforts, because you don’t 

have the same experiences and are less invested in a 

particular outcome. When we ask our students to 

coach each other, their problem formulations often 

improve dramatically in as little as 30 minutes. 

Structured Problem-Solving 
As you tackle more complex problems, you will 

need to complement good problem formulation 

with a structured approach to problem-solving. 

Structured problem-solving is nothing more than 

the essential elements of the scientific method — an 

iterative cycle of formulating hypotheses and testing 

them through controlled experimentation repack-

aged for the complexity of the world outside the 

laboratory. W. Edwards Deming and his mentor 

Walter Shewhart, the grandfathers of total quality 

management, were perhaps the first to realize that 

this discipline could be applied on the factory floor. 

Deming’s PDCA cycle, or Plan-Do-Check-Act, was 

a charge to articulate a clear hypothesis (a Plan), run 

an experiment (Do the Plan), evaluate the results 

(Check), and then identify how the results inform 

future plans (Act). Since Deming’s work, several 

variants of structured problem-solving have been 

proposed, all highlighting the basic value of iterat-

ing between articulating a hypothesis, testing it, and 

then developing the next hypothesis. In our experi-

ence, making sure that you use a structured 

problem-solving method is far more important 

than which particular flavor you choose. 

In the last two decades, we have done projects using 

all of the popular methods and supervised and coached 

over 1,000 student projects using them. Our work has 

led to a hybrid approach to guiding and reporting on 

structured problem-solving that is both simple and ef-

fective. We capture our approach in a version of Toyota’s 

famous A3 form that we have modified to enable its use 

for work in settings other than manufacturing.17 (See 

“Tracking Projects Using an A3 Form,” p. 44.)
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The original A3 form was developed by Toyota 

Motor Corp. to support knowledge sharing in its 

factories by summarizing a structured problem-

solving effort in a single page. Though the form may 

often have supporting documentation, restricting 

the project summary to a single page forces the user 

to be very clear in his or her thinking. The A3 divides 

the structured problem-solving process into four 

main steps, represented by the big quadrants, and 

each big step has smaller subphases, captured by the 

portions below the dotted lines. The first step (repre-

sented by the box at the upper left) is to formulate a 

clear problem statement. In the Background section 

(in the bottom part of the Problem Statement box), 

you should provide enough information to clearly 

link the problem statement to the organization’s 

larger mission and objectives. The Background sec-

tion gives you the opportunity to articulate the why 

for your problem-solving effort.

Observing the Current Design The next step in 

the A3 process is to document the current design of 

the process by observing the work directly. Due to 

automatic processing, most people, particularly 

those who do repetitive tasks, cannot accurately 

describe how they actually execute their work. 

Through pattern matching, they have developed a 

set of habitual actions and routine responses of 

which they may not be entirely aware. 

Because those who do the work often cannot fully 

describe what they do, you as a manager must get as 

close to the locus of the problem as you can and watch 

the work being done. Taiichi Ohno, one of the founding 

fathers of the Toyota production system, developed the 

Gemba walk (Gemba is a Japanese word that roughly 

translates to “the real place”) as a means for executives 

to find out what really happens on a day-to-day basis. 

The goal is to understand how the work is really done. 

This could mean watching a nurse and a doctor per-

form a medical procedure, engineers in a design 

meeting, or salespeople interacting with a customer. 

Senior executives are often quite removed from 

the day-to-day work of the organizations that they 

lead. Consequently, observing and thoroughly un-

derstanding the current state of the work often 

suggests easy opportunities for improvement. We 

TRACKING PROJECTS USING AN A3 FORM
To track problem-solving projects, we have modified the A3, a famous form developed by Toyota, to better enable its use for tracking problem-solving in 
settings other than manufacturing. The A3 form divides the structured problem-solving process into four main steps, represented by the big quadrants, 
and each big step has smaller subphases, captured by the portions below the dotted lines. To view a completed A3 form, visit the online version of this 
article at http://sloanreview.mit.edu/x/58330.

PROBLEM STATEMENT

CURRENT DESIGN (based on seeing the work)

TARGET DESIGN

Improvement Goal

Background

Date Target Actual

Leadership Guidelines

Root Causes What Did We Learn and What’s Next?

EXECUTION PLAN Track Results
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give our students the following rule of thumb to 

guide their efforts: When you go see the work, if you 

aren’t embarrassed by what you find, you probably 

aren’t looking closely enough. Recently, we helped a 

team tackle the problem of reducing the time to 

process invoices. In walking through the process, 

the team observed that each invoice spent several 

days waiting for the proper general ledger code to be 

added. The investigation, however, revealed that for 

this type of invoice, the code was always the same; 

each invoice spent several days waiting for a piece of 

information that could have been printed on the 

form in advance! 

Root Causes Observing the work closely often 

shakes loose a variety of preconceptions. The next 

step in filling out the A3 is to analyze root causes and 

engage your conscious processing by explicitly link-

ing your observations to the problem statement. 

There are a variety of techniques and frameworks 

to guide a root cause analysis. Perhaps most famously, 

Sakichi Toyoda, founder of Toyota Industries, sug-

gested asking the “5 whys,” meaning that for each 

observed problem, the investigator should ask “why” 

five times in the hope that five levels of inquiry will 

reveal a problem’s true cause. Later, Kaoru Ishikawa 

developed the “fishbone” diagram to provide a visual 

representation of the multiple chains of inquiry that 

might be required to dig into the fundamental cause 

of a problem.18 Since then, just about all structured 

problem-solving methods have offered one or more 

variants of the same basic method for digging into a 

problem’s source.19

The purpose of all root-cause approaches is to 

help the user understand how the observed problem 

is rooted in the existing design of the work system. 

Unfortunately, this type of systems thinking does 

not come naturally. When we see a problem (again, 

thanks to pattern matching) we have a strong 

tendency to attribute it to an easily identifiable, 

proximate cause. This might be the person closest to 

the problem or the most obvious technical cause, 

such as a broken bracket. Our brains are far less likely 

to see that there is an underlying system that gener-

ated that poorly trained individual or the broken 

bracket. Solving the immediate problem will do 

nothing to prevent future manifestations unless we 

address the system-level cause. 

A good root-cause analysis should build on your 

investigation to show how the work system you are 

analyzing generates the problem you are studying as 

a part of normal operations. If the root-cause analysis 

identifies a series of special events that are unlikely 

to happen again, you haven’t dug deeply enough. 

For example, customer service hiccups often differ 

from instance to instance and are easily attributed 

to things that “are once in a lifetime and could never 

happen again.” Digging deeper, however, might 

reveal a flawed training process for those in cus-

tomer-facing jobs or an inconsistent customer 

on-boarding process. A good root-cause analysis 

links the data obtained in your investigation to the 

problem statement to explain how the current sys-

tem generates the observed challenges not as a 

special case but as a part of routine conduct.

Target Design One you have linked features of the 

work system to the problem you are trying to solve, 

use the Target Design section of the A3 form to pro-

pose an updated system to address the problem. 

Often the necessary changes will be simple.20 In the 

Target Design section, you should map out the struc-

ture of an updated work system that will function 

more effectively. This might be as simple as saying 

that from now on we will print the general ledger 

code on the invoice form or something more com-

plicated, such as changes to training and on-boarding 

programs. The needed changes will rarely be an en-

tirely new program or initiative. Instead, they should 

be specific, targeted modifications emerging from 

the root-cause analysis. Don’t try to solve everything 

at once; propose the minimum set of changes that 

will help you make rapid progress toward your goal. 

Goals and Leadership Guidelines Completing the 

Target Design section requires two additional com-

ponents. First, create an improvement goal — a 

prediction about how much improvement your pro-

posed changes will generate. A good goal statement 

builds directly from the problem statement by pre-

dicting both how much of the gap you are going to 

close and how long it will take you to do it. If your 

problem is “24% of our service interactions do not 

generate a positive response from our customers, 

greatly exceeding our target of 5% or less,” then an 

improvement goal might be “reduce the number of 
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negative service interactions by 50% in 60 days.” 

Clear goals are highly motivating, and articulating a 

prediction facilitates effective learning.

Finally, set the leadership guidelines. Guidelines 

are the “guardrails” for executing the project; they 

represent boundaries or constraints that cannot be 

violated. For example, the leadership guidelines for a 

project focused on cost reduction might specify that 

the project should identify an innovation that re-

duces cost without making trade-offs in quality. 

Execution Plan The next step is running the ex-

periment. In the upper portion of the Execution 

Plan box of the A3 form, lay out a plan for imple-

menting your proposed design. Be sure that the 

plan is broken into a set of clear and distinct activi-

ties (for example, have the invoice form reprinted 

with the general ledger code or hold a daily meeting 

to review quality issues) and that each activity has 

both an owner and a delivery date.

Now execute your plan and meet your target. 

But, even as you start executing, you are not done 

engaging in conscious learning. Instead, you want 

to make sure that you are not only solving the prob-

lem but also absorbing all the associated lessons. 

Track each activity relative to its due date and note 

those activities that fall behind. These gaps can also 

be the subject of structured problem-solving. Dur-

ing this phase, interim project reports should be 

simple: The owner of the action should report 

whether that element is ahead of or behind sched-

ule, what has been learned in the latest set of 

activities, and what help he or she may need.

In the Track Results section of the form, measure 

progress toward your goal. For example, if the overall 

target is to reduce the number of poor service interac-

tions by 50% in 60 days, then set intermediate goals, 

perhaps weekly, based on your intervention plan. Put 

these intermediate targets in the first column of the 

Track Results section and then measure your progress 

against them. Also, make sure that you continue to 

track the results for an extended period after you have 

met your target. You want results that stick.

Once the project is complete, document what 

you learned in the What Did We Learn and What’s 

Next section. Here you should both outline the main 

lessons from the project and articulate the new 

opportunities that your project revealed. If you 

exceeded your predictions, what does that tell you 

about future possibilities? In contrast, falling short 

of your target may reveal parts of the work system 

that you don’t understand as well as you thought. 

Finally, and perhaps most importantly, what prob-

lem are you going to tackle next? A well-functioning 

process, whether in manufacturing, customer ser-

vice, or new product development, is the product of 

numerous small changes, and fixing one real prob-

lem often reveals many additional pressing issues. 

Close out your A3 by outlining the next problem you 

and your organization need to solve.

A Case Study in a Hospital
How does this process work in practice? To illus-

trate, we describe a recent case where one of the 

authors, a hospital executive who had been intro-

duced to the basics of problem formulation and 

structured problem-solving, used the techniques to 

improve organizational performance. 

Todd Astor and his team transplant human lungs at 

Massachusetts General Hospital in Boston, Massachu-

setts. Although the lung transplant procedure is highly 

complex, its complexity pales in comparison to man-

aging the recipient’s health after the transplant. The 

human body often responds to the transplanted or-

gans in dangerous ways. A big part of Todd’s job is 

staying in close contact with his patients and carefully 

managing the complicated suite of medicines needed 

to suppress the body’s natural immune response. 

Several times a week Todd’s lung transplant unit 

has a clinic in which transplant recipients come to be 

evaluated and receive any necessary adjustments in 

their treatment. Each clinic session lasts for three 

hours and utilizes three dedicated exam rooms. Based 

on the evaluation criteria of Todd’s hospital, that 

should allow him to see 27 patients (three per hour in 

each room). But at the outset of the project, the team 

was able to see an average of seven patients per clinic 

session. Running the clinic at less than 30% of its ideal 

capacity  potentially compromised care — patients 

might have to wait longer to be evaluated — and had 

significant revenue implications for the hospital. With 

a few iterations, Todd’s challenge led to the following 

problem statement and supporting background:

The post-lung transplant outpatient clinic ses-

sion has an average volume of 7 patients, even 
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though the clinic has the recommended space 

capacity for up to 27 patients (20 minutes per 

patient) per session. 

The “gap” between the actual and ideal utiliza-

tion of clinic space (26% of ideal utilization) 

has resulted in a delay in timely access to care 

for many lung transplant patients and a loss of 

potential revenue/profit for the outpatient 

clinic and the hospital.

After adding some additional background infor-

mation about the problem to the A3 form, Todd 

went to understand the work. (To see Todd’s com-

pleted A3 form, visit the online version of this article 

at http://sloanreview.mit.edu/x/58330. See “Addi-

tional Resources.”) He tracked 71 patients over nine 

sessions as they flowed through the clinic day. Todd 

discovered huge variability in both the patient ar-

rival rates and the time that patients spent in the 

various stages of a clinic visit. A little digging into the 

root causes revealed numerous ambiguities and de-

partures from the way the system was supposed to 

work. Patient arrival times were highly variable, due 

both to a lack of clarity on appointment details and 

to traffic patterns around the hospital; lab testing 

times varied depending on the time of day; different 

versions of the pulmonary function test (PFT) were 

conducted; there was often little coordination be-

tween the doctors and the nurse practitioners; and 

large amounts of time were spent checking each pa-

tient’s medication list. 

Todd made two key decisions in analyzing the 

root causes and proposing changes. First, despite 

variability at all stages of the visit, he scoped down 

the problem to focus only on processes occurring 

in the clinic area. He and his team had more direct 

control over these processes (compared with those 

occurring in the laboratory, radiology area, etc.), 

and were more able to make changes. Second, Todd 

included every member of the team, from the ad-

ministrative staff to the physicians, in analyzing the 

root causes and proposing changes. Widespread in-

clusion allowed every individual to think about 

specific ways to address the problem in his or her 

own assigned area. 

The root-cause analysis led to several proposed 

changes. The administrative assistant would call 

patients both a week and a day in advance to remind 

them about their appointments and provide advice 

on managing traffic and parking. The PFT test was 

standardized with a clear rule for when a more de-

tailed test was needed. When possible, the medication 

list reconciliation would happen the day before the 

clinic via the telephone. And, finally, the nurse practi-

tioner and the doctor would coordinate their exams 

to eliminate asking the patient for the same informa-

tion twice. With these changes, Todd set a target of 

adding two patients per clinic session until the clinic 

reached a throughput of 18 patients. Todd further 

outlined a clear set of guidelines, the most important 

being that quality of patient care could in no way be 

sacrificed during the project.

The results were impressive. In seven weeks, the 

throughput moved from the average of seven to a 

high of 17 in week seven, not quite meeting Todd’s 

target of 18, but more than doubling the existing 

patient flow. After the initial project was completed, 

the lung transplant clinic subsequently did reach a 

maximum flow of 18 patients per session.

The increased throughput had several positive 

benefits. The clinic was able to provide better, more 

timely care to its patients. Surveys suggested that 

despite the higher volume, patient satisfaction im-

proved, due to shorter wait times and the perception 

that they were getting better, more consistent care. 

Revenue also improved significantly. Less obvious 

but equally important, improved throughput created 

space for more patients, thereby matching the growth 

in the transplant program. Finally, Todd’s team got to 

control their work and improve it, generating clear 

gains in motivation and engagement.

From Reorganization 
to Real Learning
We always ask executives in our MIT Sloan classes: 

“How many of your companies reorganize every 18 

to 24 months?” Typically, more than half of the 

people in the class raise their hands. Change has be-

come a big business, and any number of consultants 

will be more than happy to assist your company in 

your next reorganization. But be careful. Changing 

everything at once takes a lot of time and resources, 

and big initiatives often collapse under their own 

weight as senior executives, tired of waiting for the 

results, move on to the next big idea. By focusing 

ADDITIONAL 
RESOURCES
To view a completed  
A3 form for Todd 
Astor’s patient flow 
project as well as 
read an additional 
case study about 
structured problem-
solving in another 
setting, visit the 
online version of 
this article  at 
http://sloanreview
.mit.edu/x/58330. 
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your scarce resources on those issues that really 

matter and enabling rapid learning cycles, good prob-

lem formulation and structured problem-solving 

offer a sustainable alternative to the endless stream of 

painful reorganizations and overblown change initia-

tives that rarely deliver on their promises.
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Distinguished Professor of System Dynamics and 
Organization Studies at the MIT Sloan School of Man-
agement in Cambridge, Massachusetts, as well as 
chief social scientist at the consulting firm ShiftGear 
Work Design LLC. Don Kieffer is a senior lecturer in 
operations management at the MIT Sloan School and 
managing partner of ShiftGear Work Design. Todd 
Astor is the medical director of the lung and heart-lung 
transplant program at Massachusetts General Hospital 
and an assistant professor of medicine at Harvard 
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IT IS IMPOSSIBLE to block negative emo-

tions from the workplace. Whether provoked 

by bad decisions, misfortune, or employees’ 

personal problems, no organization is immune 

from trouble. And trouble agitates bad feelings. 

However, in many workplaces, negative emo-

tions are brushed aside; in some, they are taboo. 

Unfortunately, neither of these strategies is ef-

fective. When negative emotions churn, it takes 

courage not to flinch. Insight and readiness are 

key to developing effective responses.

Savvy managers and executives quickly learn 

to cultivate sunny emotions at work. Practical 

recommendations and abundant research ac-

centuate the benefits of encouraging positivity 

in the workplace.1 Reinforcement is often im-

mediate. The swell of good feelings is palpable 

when executives successfully cheerlead for 
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Emotions at Work
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Many executives try to ignore negative emotions in their 
workplaces — a tactic that can be counterproductive and 
costly. If employees’ negative feelings are responded to wisely, 
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“ Our company was acquired and our workforce was cut by 70%. We’re each carrying about twice the 

workload now, with a fraction of the resources. Employees at all levels are frustrated, angry, and anxious 

about their futures, and not one of our new executives seems to care. Pride in the organization has dried 

up. People are too stressed to do anything but keep their heads down and pound out their work. Morale 

is at an all-time low. You can feel it when you come in the door. Yet our new leaders are stunned when 

they learn someone else is quitting.”

— Manager, global services organization

THE LEADING 
QUESTION
How should 
executives 
handle 
negative 
emotions 
in the 
workplace?

FINDINGS
�Many managers 
don’t know how 
to respond to 
employees’ 
negative feelings.

�Promptly stepping 
up to face emotions 
like anger, sadness, 
and fear can stem 
interpersonal 
turbulence and 
keep satisfaction, 
engagement, and 
productivity intact.
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stretch goals, muster enthusiasm about new prod-

ucts, or celebrate team successes. Sometimes, these 

efforts are irrefutably tied to greater improvements, 

providing additional opportunities for positive 

emotional crescendos from leaders. 

Steering toward positive emotions is the norm. 

But there are reasons for negative emotions in the 

workplace — from erosion of the implicit work con-

tract between bosses and employees, to ever-growing 

demands to do more with less, to relentless rapid 

change. Today, it takes both positive and negative 

emotional insight for organizations and individuals 

to function effectively over the long term. Negative 

emotions, it turns out, not only punctuate obstacles 

but also unleash opportunities.2 Negative emotions 

can provide feedback that broadens thinking and 

perspectives, and enables people to see things as 

they are. When executives step up to deal with ris-

ing anger among employees, they may discover 

exploitations of management power. Similarly, 

managers who address signals of employee sadness 

may learn that the rumor mill is spreading false 

news about closures and terminations. 

For more than two decades, I have studied work-

place circumstances that evoke negative emotions. 

(See “About the Research.”) My research, often con-

ducted with colleagues, explores the darker side of 

work — from exceptional, highly dramatic organi-

zational crises (such as workplace homicide or  

product tampering) to the everyday problem of disre-

spectful interactions among coworkers (a 

phenomenon for which my coauthor Lynne Anders-

son and I coined the term “workplace incivility”3). Via 

surveys, focus groups, and interviews, thousands of 

respondents have described their experiences with 

causes, circumstances, and outcomes that involved 

negative emotions.4 A crucial finding across our stud-

ies is that few leaders handle negative emotions well. 

When it comes to managing negative emotions, 

most executives respond by pressuring employees to 

conceal the emotions. Or they hand off distressed 

employees to the human resources department. A 

small proportion consider emotions detrimental to 

operations and assert that feelings should be kept 

out of the workplace. Some blame their own bosses’ 

compulsions for unbroken cheeriness, which obliges 

them to tamp down negative sentiments of their 

own and those of their subordinates. A general 

manager I interviewed voiced a typical rationale: 

“Our CEO doesn’t want to hear anything negative. 

Not a word about dissatisfaction.” 

Many executives complain that dealing with 

employees’ negative sentiments drains too much 

time and energy. Some express concern that their 

interventions might exacerbate rather than im-

prove circumstances, or that addressing concerns 

might unleash stronger reactions than they could 

handle. Additionally, executives worry that uncork-

ing employees’ negative emotions might trigger an 

unwelcome flood of their own bad feelings. 

Many executives report they’ve had no training 

about handling negative emotions effectively and a 

dearth of role models for doing so. One of my recent 

studies validates this claim. I asked 124 managers 

and executives about their personal experiences of 

negative emotions at work. About 20% reported 

that they have never, in their entire careers, had 

a single boss who managed negative emotions 

effectively.5 Every respondent was readily able to 

name bosses who had mismanaged relevant issues 

and to describe specific opportunities that had been 

missed, as well as associated organizational costs.

Most managers admit that they simply do not 

know how to deal with negative emotions. I would 

like to change that. The advice here is based on re-

search by my coauthors and me about workplace 

crises and incivility, as well as our observations of the 

impacts and responses engendered by both. Within 

these contexts, my fellow researchers and I have stud-

ied how organizations handle negative emotions. We 

asked about what works and what doesn’t. Some rec-

ommendations here flow directly from data collected 

for our studies. Others are based on lessons I have 

learned while shadowing and consulting to employ-

ees at all levels as they prepared for, managed, and 

learned from crises and instances of incivility. Addi-

tionally, in light of sensitivities toward negative 

emotions, I turned to clinical psychologists who work 

with managers and executives to validate the follow-

ing recommendations.

Facing Negative Emotions
In the short term, ignoring or stifling negative emo-

tions is easier than dealing with them. However, my 

research with colleagues has shown that discounting 

or brushing aside negative emotions can cost 
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organizations millions of dollars in lost productivity, 

disengagement, and dissipated effectiveness. 

In a study of 137 managers enrolled in an execu-

tive MBA program, Christine Porath of Georgetown 

University and I found that negative emotions led 

them to displace bad feelings onto their organiza-

tions, either by decreasing their effort or time at work, 

lowering their performance or quality standards, or 

eroding their commitment to their organizations.6

Employees who harbor negative sentiments lose 

gusto and displace their own negative emotional re-

actions on subordinates, colleagues, bosses, and 

outsiders. They also find ways to stay clear of cowork-

ers and circumstances that they associate with their 

negative feelings, which can short-circuit communi-

cation lines and clog resource access.7 Consider these 

pricey consequences as incentives to face, rather than 

avoid, darker workplace emotions.

Look yourself in the mirror. If you lack emo-

tional self-awareness, your own concerns will 

inhibit your abilities and color the emotions that 

you tune into.8 Next time your own negative emo-

tions are rising, reflect. Recognize and harness your 

own emotional triggers. Which conditions or indi-

viduals provoke emotional reactions from you? 

Note circumstances and your typical responses. 

Ask trusted colleagues and friends for their obser-

vations of your behavior. 

Stay calm, breathe deep, and model behavior. 

When your negative feelings stir in the workplace, 

take a slow and deliberate account of what is going 

on. Our earliest studies of incivility uncovered a 

typical escalating cycle of tit-for-tat behavior when 

emotions were high.9 Rather than fueling that cycle, 

let agitation serve as a signal to step back. 

Instead of engaging in reciprocal behavior, prac-

tice overcoming physiological signals that could draw 

you into the drama. For example, when you feel your 

emotions rising, pause and take a focused deep breath 

rather than bursting forth with a knee-jerk reaction. 

That momentary delay can help reason rather than 

instinct drive your response. Think broadly, and aim 

to spread composure by modeling it. Build a habit of 

passing on fewer negative emotions than you receive, 

regardless of the circumstances.

Fine-tune your radar. Watch facial expressions 

and body language, especially when nonverbal be-

haviors don’t seem to match what you are hearing. To 

build this skill, practice observing and interpreting 

emotional actions and reactions at meetings and in 

public settings. As the chief legal officer of an interna-

tional chemical company said, “The greatest benefit 

of preparing for crises as a team is learning the ‘tells’ 

that the other leaders exhibit when their negative 

emotions rise. Over the years, those subtle signals 

have helped me determine when to step in and how 

to frame my suggestions, especially when crises are 

brewing.” Take account of the context and the stakes 

for individuals. Afterward, check your accuracy by 

seeking others’ perspectives about what occurred.

When you’re listening, listen fully. This requires 

much more than simply focusing on the speaker. If 

you are checking email on your phone or laptop, 

you’re not listening fully. If your internal dialogue is 

ABOUT THE RESEARCH
This article draws on a stream of research 
that the author, in collaboration with coau-
thors, has carried out for more than two 
decades to understand how managers and 
employees handle the dark side of work-
place behavior — from exceptional incidents 
involving organizational crises to common-
place uncivil interactions among employees.i

All of the studies examined some aspect of 
the role of negative emotions. 

In our crisis management research, my 
coauthors and I have worked directly with se-
nior executives and observed, interviewed, 
and surveyed managers as they prepared for, 
dealt with, and learned from crises and near 
misses in their organizations. In our founda-
tional research into workplace incivility, we 

collected survey data from thousands of 
employees at all organizational levels. We 
deepened and broadened our understanding 
through further studies, in hundreds of inter-
views and additional surveys, and in scores of 
focus groups with employees, managers, and 
executives. Insights across studies also re-
flect consulting and collaboration with 
organizational leaders as they attempted to 
assess and improve their capabilities for deal-
ing with crises and incivility. 

At the heart of this article is an ongoing, 
multifaceted study to understand the manage-
ment of negative emotions in the workplace. 
To date, the research reported here has been 
developed with the active engagement of 
more than 350 managers and executives from 
more than 200 organizations and three dozen 

countries. We have gathered data from focus 
groups, in-depth interviews, surveys, observa-
tion, and other field research. In many cases, 
we began our inquiries by asking participants 
to describe a critical incident that evoked 
their negative emotions at work and to base 
their responses and recommendations on 
that situation. Information such as the 
causes, contexts, and consequences of the 
negative emotional experiences, as well as 
the nature and effectiveness with which the 
negative emotions were managed, were as-
sessed through simple content analysis of 
the open-ended data. Our respondents rep-
resent a cross section of industries (public 
and private companies, government, and 
nongovernmental organizations), job types, 
and management positions. 
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blaming or criticizing, you’re not listening fully. If 

you’re jumping to solutions or thinking about the 

story that you will share when it’s your turn to talk, 

you’re not listening fully. Cease these behaviors to 

demonstrate that you care. You will catch signals ear-

lier and interpret their meanings more astutely.

Stepping Up to Negative Emotions 
When managers fail to notice or respond to negative 

emotions, they subsequently encounter increases in 

rifts, resentment, and dissatisfaction among employ-

ees.10 When negative emotions are allowed to brew, 

physiological predisposition can cause coworkers 

to mimic the movements, postures, and facial 

expressions of those feeling bad.11 Notably, this syn-

chronization happens automatically, so others may 

mirror negative expressions without awareness that 

they are doing so. Unconsciously passing on negative 

emotions can erode productivity and cooperation. 

In the worst cases, managers have described a cloud of 

negative emotions that can spread throughout the 

workplace, making it more difficult to recruit and 

retain the best employees.

Leaders can be strategically shortsighted when they 

ignore or miss negative emotions in the workplace. In 

a recent study exploring negative incidents at work, 

99 managers at an international Fortune 100 manu-

facturer shared examples of early warning signals 

that were missed prior to negative incidents, despite 

employee concerns.12 In some of the cases, larger prob-

lems grew in the interim, and delays complicated 

rectifying or learning from difficult circumstances. 

The benefits of addressing negative emotions can be 

significant. Promptly stepping up can stem interper-

sonal turbulence and keep satisfaction, engagement, 

and productivity intact. Moreover, those who take 

the initiative to step up often experience personal 

gratification from helping others in meaningful ways. 

How to Step Up 
Tend to signals of negative emotions early. Watch for 

warning signs across your team. Are individuals putting 

in fewer hours or less effort? Has engagement dwin-

dled? Are fewer employees showing up for discretionary 

activities such as celebrations or noncompulsory 

meetings? In our research and practice, these behaviors 

have signaled underlying negative emotions. Take a 

close look at hard data and trends that can be signs of 

dissatisfaction and withdrawal, such as late arrivals, 

absenteeism, and voluntary turnover. 

Even small supportive gestures from managers 

can improve employees’ ability to cope. Anticipate 

that employees facing tough times will have negative 

feelings. Discuss and determine what employees 

need and what you are able to offer. Convey frank 

optimism and confidence that they can manage the 

challenges. Find ways to offer additional support 

and resources to help them. 

Seek out troubled employees. When behaviors 

seem emotionally charged, it can be challenging to 

understand what is happening. Start by gathering 

data. Ask simple, neutral questions to get a conversa-

tion going, such as “How are you doing today?” 

or “Everything OK?” Then, tune in sharply to the re-

sponse, taking stock of subtle indicators like volume, 

pitch, and speed of speech. Consider whether an em-

ployee’s behaviors and expressions are unusual or out 

of sync with the rhythm of your conversation. Listen 

for veiled references to negative emotions. Employees 

may not be comfortable saying they are sad, but they 

might tell you they feel discouraged or disappointed.

Resist the urge to fix others’ problems for them. 

Be quick to listen and offer support but slow to advise. 

As a senior production manager in a manufacturing 

company explained, “What works for me is to voice 

my concerns, lightly, and then wait for the response. 

I’m also really careful not to jump into the role of 

being the parent.” Ask questions to help employees 

determine what the best approaches would be. Help 

employees map out specific individuals in their net-

work who could provide the support they need. 

When negative emotions are rooted in conflicts 

among employees, strive to get adversaries to work to-

gether to resolve their differences. Urge them to 

prepare for a discussion together and, in that discus-

sion, to stick to the issue at hand. To drive reconciliation, 

help them understand the personal costs and larger 

stakes if they cannot move past their differences. 

Sometimes, individuals cannot get unstuck from 

their negative emotions. If troubled employees are 

unwilling to consider alternative perspectives or ap-

proaches, accept that for the time being. Rather than 

push harder, take a step back, observe, and remain 

available, as appropriate. 

Do not assume that negative emotions have dis-

solved when hard times seem to have passed. The full 
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significance of negative circumstances may not 

become evident to those affected until later. For ex-

ample, although you may be relieved by employees’ 

initial acceptance of organizational shakeouts, don’t 

miss or ignore what often follows. Sadness can 

emerge as reality sets in about losing colleagues or 

routines. During this time, don’t dispassionately 

direct employees to put the past behind them. 

The impact can be depleting. As an information 

technology (IT) manager who survived layoffs 

explained, “The new leaders keep warning us, 

‘It’s time to move on.’ I resent it. They make it seem 

like having legitimate concerns is a personal 

shortcoming.” 

Dealing With Anger, 
Fear, and Sadness
Anger, fear, and sadness are three primary negative 

emotions commonly encountered in the workplace. 

Knowing more about these specific emotions can in-

crease your skill at handling them and build the 

confidence you need to take effective action. 

Anger This may be the most prevalent negative 

emotion at work. It is certainly the most acceptable. 

As I have observed in field research and found across 

surveys and interviews, displays of anger can be so 

common and powerful in some organizations that 

employees sometimes learn to habitually use anger 

to get their way. 

Working with and around angry people is ex-

hausting: It wears others out, undermines their drive, 

and suppresses their cognitive abilities. When indi-

viduals dare to respond to anger, brain chemistry can 

cause them to have difficulty communicating well or 

thinking clearly.13 Unfortunately, inferior responses 

can strengthen angry employees’ self-serving biases 

about being right, stoke their confidence, and rein-

force their use of anger. 

Angry encounters can spin into long-lasting re-

sentment and unhappiness. Based on thousands of 

survey responses regarding incivility, research col-

leagues and I found that (1) employees who are treated 

angrily typically seek retribution, harbor animosity, or 

both; (2) some employees who simply witness or hear 

about others’ angry outbursts may seek recourse; 

and (3) employees in anger-tainted workplaces find 

ways to get even with offenders and with their 

organizations.14 The following guidelines are im-

perative for effective managerial response to anger.

Don’t let yourself get sucked in. When anger is 

stirring, expect your own anger or fear to rise. 

Whether you are the target of anger or a referee 

among angry employees, aim to slow down the situ-

ation. Do what you can to quiet yourself and the 

environment. Remain still. Listen carefully. Aim to 

project a composed, neutral demeanor by speaking 

calmly, clearly, and deliberately, but do not be conde-

scending. When you are the target of anger, do not 

attempt to justify yourself or argue the point. Rather, 

strive to contain your own negative emotions. 

When dealing with anger in the workplace, 

calmly try to unknot and understand the full situa-

tion without being absorbed by it. Speak with 

individuals one-on-one to ascertain their perspec-

tives. Help angry employees consider appropriate 

ways of handling heated issues, by discussing prob-

lems and developing plans to deal with similar 

challenges more effectively in the future. When 

anger is directed at you, fully evaluate whether 

complaints are justified. If so, apologize and take 

action promptly to correct the problem. If not, aim 

to remain respectful and carry on. 

Don’t side with an employee you think has 

been wronged. Doing so can harden negative atti-

tudes, making the situation more brittle and more 

resistant to improvement. Instead, aim to speak 

from a position of neutrality. Resist the temptation 

to empathize with negative comments about any 

individual or the circumstances. Do not attribute 

harmful intentions, even if they seem obvious. As 

an executive at a public-sector organization recom-

mended, “Create an environment where employees 

understand the personal costs if they’re not pulling 

for the team. Help angry employees consider and 

initiate forward-focused thinking and action in a 

solutions-based environment, rather than dwelling 

on the negative.”

Fear Full-scale organizational crises, dismal 

quarterly results, and even off-the-cuff negative 

comments by those in charge can kick-start fear in a 

workplace. When fear strikes, the physiology of sur-

vival readies individuals to fight, flee, or freeze. 

However, organizations expect employees to carry 

on, even when employees’ perceptions of personal or 
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professional risks are acute and realistic. Even in the 

midst of unthinkable crises, workers are expected to 

continue to meet their typical performance targets. 

The prevalence and strength of this workplace norm 

cause employees to be very reluctant to admit that 

they are afraid.

Nonetheless, it is essential to address fear at 

work because this negative emotion packs a 

wallop. Fear seizes individuals’ attention while si-

multaneously diminishing their objectivity. Being 

afraid can erode employees’ decision-making abil-

ities and confidence. Fear stimulates catastrophic 

thinking, leading employees to replay the past, fret 

about the future, and disengage from the present. 

Being scared undermines employees’ tolerance for 

ambiguity and complexity, a crucial success factor 

for today’s competitive environment. Further, the 

negative impact of fear can linger long after dan-

gers prove unfounded. In the meantime, studies 

I’ve worked on show that worried employees may 

attempt to unload their concerns on colleagues, 

setting off additional negative emotions across the 

workplace.15

When fear is engendered by coworkers or bosses, 

employees trim their time at work, accept fewer re-

sponsibilities, and accomplish less. When their 

fears are ignored, employees take action to protect 

themselves from the dangers that they recognize or 

imagine. Rather than striking out at the individuals 

who scare them, employees often displace their 

negative reactions onto the organization that has 

failed to protect them. 

If fear lingers, employees start looking for new 

jobs. In fact, of the negative emotions that Porath 

and I have tracked for more than two decades, fear 

is the emotion most likely to cause employees to 

quit, although they are unlikely to cite fear as the 

catalyst for their departure.16

As individuals are unlikely to report their fears in 

the workplace, the burden is on executives to ad-

dress this commonplace challenge. Nonetheless, 

some executives choose to ignore the problem of 

frightened employees or even deny or minimize the 

situation engendering fear in the first place. Others 

may recognize the cause of fear but leave the burden 

of dealing with it to those who are afraid, despite 

costly outcomes. The following two actions are 

essential when fear churns.

Deal with employee fear head-on. Action is a 

powerful antidote to fear. Our research suggests 

that being frank and providing reasonable, realistic 

reassurance can signal that someone is in control. 

This awareness can help employees who are afraid. 

One executive described how he successfully ap-

proaches fear in the workplace: “I allow fearful 

employees to vent, and I try not to let their fear spi-

ral out of control. I assure them as much as I can. 

I listen carefully to their concerns and honestly 

provide whatever facts I can.” 

Help employees avoid exaggerating perceived 

dangers. To keep fear from spinning out of control, 

be honest and up front about challenges while 

infusing authentic enthusiasm about realistic op-

portunities and benefits that may lie ahead. Share 

your own concerns reasonably to ease others into 

discussing theirs. Encourage employees to gather 

facts and help them face their individual fears rather 

than slipping into the victim’s role, a perspective that 

engenders hopelessness and unhappiness. 

A common source and stimulant of workplace 

anxiety is the rumor mill. My fellow researchers and 

I have observed managers and executives attempt to 

mitigate fear by withholding details of changes on 

the horizon. Rather than assuaging concerns, how-

ever, lack of information leads to speculation, often 

with worse outcomes than reality would hold. To 

ward off fear and avert this problem, overcommuni-

cate and find ways to recognize or reward those who 

persist despite their fears. 

Sadness Sadness may be the most unwelcome 

emotion at work. Working with sad people crushes 

enthusiasm, drains productivity, and dulls esprit de 

corps. Sad employees display low energy and lose 

interest in what once engaged them. 

According to our survey and interview data, sad 

employees tend to show up later, leave earlier, 

avoid potentially unpleasant meetings, seek offsite 

assignments, and seize opportunities to work 

remotely.17 Those deeply saddened become apa-

thetic. Some sad employees give up and quit. 

Despite such costly consequences, however, execu-

tives will find scant research or recommendations 

about dealing with sadness. To improve this, I offer 

the following suggestions based on my research 

and consulting.
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Be present. Sadness is often accompanied by feel-

ings of isolation. As I have observed in crises and less 

extreme negative circumstances, executives who re-

main accessible impart strength, as well as a sense of 

communal concern and connection, to their follow-

ers. However, while engaging with sad employees, 

resist the temptation to push for higher spirits or to 

provide advice about how an individual should cope 

with sadness. Specifically, do not tell sad employees 

that you know how they feel — you couldn’t. Do not 

compare their sad situations with your own: Your 

examples may seem insensitive and irrelevant.

With dramatic loss, employees may seem de-

tached or disoriented, behaviors that can increase 

a manager’s reluctance to intervene. Nonetheless, 

practical approaches from managers and execu-

tives can help lighten the burden. If employees 

have experienced a serious personal loss, help 

them temporarily make work a lower priority so 

that they can focus on dealing with their grief. 

Allow employees to overcome their sadness at their 

own pace. Help them connect with their natural 

support systems. Some options to temporarily re-

lieve the full burden of work include providing 

time off or a few days of shortened work hours, 

permitting affected employees to work remotely, 

identifying avenues for transferring some of their 

responsibilities to colleagues, and encouraging 

them to postpone or cancel work travel. 

A senior manager who faced family trauma 

described the relief, gratitude, and impact she expe-

rienced after receiving compassionate treatment at 

work. “My boss’s immediate response was that now 

was not a time to be concerned about work,” she said. 

“He acknowledged, without flinching, just how 

traumatic my personal loss was and that it had im-

plications for me personally and professionally. He 

did what he could to help me delegate my obliga-

tions so that I could spend more time with my family. 

When I returned to work, my colleagues accepted 

that I would be working in a haze of sadness for quite 

a while. All of this helped a lot. I was always dedicated 

to my work and to my workplace. This experience 

deepened my connection to both.” 

Support from business leaders during a tough 

time can have an immense impact on an employ-

ee’s morale. The founder and former president of a 

very prosperous network services organization 

credited empathy during times of duress as a key 

contributor to his company’s extraordinary suc-

cess. As he put it, “We were especially intent on 

supporting people through difficult experiences. 

All of us go through them. It’s the right thing to do. 

What we learned over time was that our employees, 

even those who simply knew about the company’s 

responsiveness and were not direct beneficiaries, 

more than reciprocated with unflagging loyalty.”

In times of loss and sadness, seize opportuni-

ties to demonstrate character. Many managers 

confess that they become befuddled when employ-

ees cry. Of course, this is not a helpful reaction. To 

improve, begin by accepting that crying is a legiti-

mate way to display negative emotions (even if you 

prefer to express sadness or frustration in a differ-

ent way). Allow employees some time to work 

through their initial reactions to an upsetting cir-

cumstance. If needed, offer a dignified, temporary 

exit with respectful cues like, “This has been a long 

day. Shall we wrap up for now and reconvene to-

morrow morning?” 

Study participants who speak or write about their 

personal experiences of sadness at work tend to focus 

on their bosses’ attitudes and behaviors. They attri-

bute courage for “normalizing the emotions,” 

“dealing with the situation rather than allowing the 

negative to fester,” and demonstrating “grit.” They 

portray bosses who stayed in the moment, reset pri-

orities, and gently guided forward movement. In the 

best cases, they tell us that bosses who faced into 

emotional adversity inspired them to behave simi-

larly, to contribute more, and to grow professionally. 

Some point to organizational impact when their 

bosses’ willingness to address negative emotions 

helped others find the strength to endure and suc-

ceed through grueling circumstances. One executive 

told us how his employer had provided support to 

employees who were terminally ill: “He watched, 

monitored, observed each individual’s needs, and 

adjusted his support accordingly. His ability to 

cope with adversity and the pressures it puts on his 

business will always be inspiring to me.” 

The Benefits of 
Acknowledging Emotions
When negative emotions are acknowledged openly, 

I have found that employees learn to anticipate and 
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interpret their colleagues’ reactions to difficult circum-

stances more astutely. They grow to understand their 

own reactions better, too. With these improvements, 

appropriate responses to challenging situations can be 

made earlier, when adjustments are generally easier, 

more effective, and less expensive. 

In good times, it’s easy to celebrate success and 

happiness. In darker times, those who respond to neg-

ative emotions effectively stand out as they manage 

their own reactions to stress, deal with the negative 

emotions of others sensitively and effectively, and face 

reality — seeing things as they fully are.

Christine M. Pearson is a professor of global leadership 
at the Thunderbird School of Global Management at 
Arizona State University in Glendale, Arizona. Comment 
on this article at http://sloanreview.mit.edu/x/58305, 
or contact the author at smrfeedback@mit.edu.
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